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Biosketches of Organizers

Guanghui Wen is an Endowed Chair Professor at Southeast
University, an IET Fellow. He received the Ph.D. degree in
mechanical systems and control from Peking University,
Beijing, China, in 2012. He has been engaged in long-term

research in the fields of analysis and synthesis of complex

networks, distributed control and optimization, resilient
control, and distributed reinforcement learning. He has published over 200 academic
papers in prestigious journals, including Nature Reviews Electrical Engineering,
Research, The Innovation, and various IEEE Transactions. He has authored four
academic monographs and received one Best Paper Award from an international
academic journal and four Best Paper Awards from domestic and international
conferences. Prof. Wen currently serves as the Deputy Secretary-General of the
Chinese Institute of Command and Control and the Deputy Director of its Youth
Working Committee. He has led over 30 major research projects, including projects
funded by the National Science Fund for Distinguished Young Scholars of China
(2023), the National Science Fund for Excellent Young Scholars of China (2017), the
Key Joint Funds of the National Natural Science Foundation of China, and key
projects of the Ministry of Science and Technology, China. His honors include the
China Youth Science and Technology Award, ARC Decra Fellow, and the Young




Scientist Award from the Chinese Institute of Command and Control.

Yang-Yang Chen is a Professor and Doctoral Supervisor at
Southeast University, Senior Member of IEEE. He received the
Ph.D. degree in Engineering from Southeast University in 2010.
His research focuses on swarm intelligence and optimization,

formation control, adaptive control, reinforcement learning,

game theory and adversarial dynamics. He has published over
100 academic papers in top control journals such as IEEE TAC, JGCD, and other
IEEE Transactions, as well as in conference proceedings. He has received three Best
Paper Awards at international academic conferences. He currently serves as an
Associate Editor for the top control conferences IEEE CDC and ACC, and is a
director of the Jiangsu Automation Society. He has led more than ten research
projects, including those funded by the National Natural Science Foundation of
China, the sub-projects of the General Armament Department, and various other

horizontal projects.

Xiao Fang is a Post-doctoral Fellow and Assistant Researcher at
the School of Automation, Southeast University. She received
the Ph.D. degree in the school of mathematics from Southeast
University, Nanjing, China, in 2025. She current research

interests include distributed optimization and game theory,

multi-agent system coordination and decision-making, and
distributed optimization and game-theoretic decision-making for multi-unmanned
vehicle systems. She has published over 10 academic papers in international journals
and conferences such as IEEE Transactions and Automatica. She was the recipient of
best paper awards at the 18th Chinese Conference on Complex Networks. She was
awarded the First Prize in the 2022 CICC Science and Technology Progress Award
(14th/15th place). She serves as a reviewer for international journals and conferences
such as IEEE TAC, IEEE TII, IEEE TCNS, ASJC, and ICUS.

Meng Luan is a Ph.D. candidate in the Department of Mathematics
at Southeast University. She received the B.S. degree in
information and computing sciences from Yanshan University in

2019, and the M. S. degree in mathematics from Southeast

University in 2022. Currently, she is pursuing the Ph.D. in




mathematics at Southeast University. Her research focuses on multi-agent systems,
distributed optimization and decision-making, distributed resource allocation, and
networked games. She has published more than 10 academic papers in international
journals and conferences, including IEEE TAC and others. She was selected for the
2024 China Association for Science and Technology Youth Talent Promotion
Program (Doctoral Candidate Special Plan). Additionally, she serves as a reviewer
for several international journals and conferences, including IEEE TAC, JAS, IEEE
TII, IEEE TCNS, IEEE CDC, and ICUS.

Details of Session

Swarm intelligence decision-making technology is a key factor in ensuring the
efficient collaboration of unmanned swarm systems in complex and dynamic
environments. With the rapid advancements in information technology, sensing
technology, and computing power, swarm intelligence decision-making has found
wide applications in various fields such as disaster rescue, intelligent manufacturing,
automated logistics, and military operations. However, for large-scale heterogeneous
swarm systems, swarm intelligence decision-making faces challenges such as
incomplete decision information, delayed strategy learning, weak real-time
interaction, and poor decision accuracy. These challenges result in traditional
decision-making models being inadequate for practical applications. Moreover, for
complex coupled decision tasks, the methods for multi-level alliance construction
and dynamic clustering criteria of the swarm still require further research. The
dynamic changes in the environment also impose higher requirements for the speed
and safety adaptability of swarm decision-making. Thus, researching clustering-
based swarm intelligence decision-making technologies under conditions of
incomplete information is not only of significant theoretical value in enhancing
swarm decision-making capabilities and intelligence levels but also provides strong
scientific support for improving the capabilities of complex swarm tasks.

This special invitation calls for original papers related to the theme of “Clustered
Collective Decision-Making under Incomplete Information,” including but not
limited to the following topics:

* Clustering mechanisms for large-scale heterogeneous swarms
* Distributed optimization and game decision-making methods
* Hierarchical competitive-cooperative game algorithms

* Swarm intelligence algorithms integrating cyber and physical layers




* Trustworthy online decision-making under incomplete information
¢ Multi-stage dynamic game and sequential decision-making technologies

* Resource allocation and task planning for swarm unmanned systems




