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Biosketches of Organizers

‘ Guanghui Wen is a Chief Professor and Doctoral Supervisor of
@ Southeast University, a recipient of the National Science Fund for

Distinguished Young Scholars, an IET Fellow. He received the
ﬂ Ph.D. degree in mechanical systems and control from Peking
'i\ University, Beijing, China, in 2012. He has been engaged in long-

term research in the fields of analysis and synthesis of complex networks, distributed
control and optimization, resilient control, and distributed reinforcement learning. He
has published over 200 academic papers in prestigious journals, including Nature
Reviews Electrical Engineering, Research, The Innovation, and various IEEE
Transactions. He has authored four academic monographs and received one Best
Paper Award from an international academic journal and four Best Paper Awards
from domestic and international conferences. Prof. Wen currently serves as the
Deputy Secretary-General of the Chinese Institute of Command and Control and the
Deputy Director of its Youth Working Committee. He has led over 30 major research
projects, including projects funded by the National Science Fund for Distinguished
Young Scholars of China, the Excellent Young Scientists Fund of China, the Key
Joint Funds of the National Natural Science Foundation of China, and key projects
of the Ministry of Science and Technology, China. His honors include the China
Youth Science and Technology Award, ARC Decra Fellow, and the Young Scientist




Award from the Chinese Institute of Command and Control.

Tao Yang is a Professor and Doctoral Supervisor at Northeastern
University, and a recipient of the Candidates of national youth talent
program. He received the Ph.D. degree from Washington State

University in 2012. His research focuses on industrial artificial

intelligence, integrated intelligent optimization and control, cyber-
physical systems, and distributed control and optimization. He has published more
than 40 academic papers in Top-tier journals such as IEEE Trans. and Automatica. In
2018, he received the Ralph E. Powe Junior Faculty Enhancement Award from the
Oak Ridge Associated Universities (ORAU). In 2022, he was awarded the Second
Prize in the National Teaching Achievement Award (Postgraduate Education)
(Ranked 4/5) and the Special Prize in Liaoning Province Graduate Teaching
Achievement Awards (Ranked 4/5). In 2023, he received the Second Prize of the
Natural Science Award from the Chinese Association of Automation (CAA) (Ranked
1/5). Additionally, he has won three Best Paper Awards and Best Student Paper
Awards at international conferences. Prof. Yang has led several major research
projects, including key projects funded by the State Key Program of National Natural
Science of China, the Major Program of National Natural Science of China, National
Key Research and Development Program of China. Currently, he serves as an
Associate Editor for IEEE/CAA Journal of Automatica Sinica and Control
Engineering of China, and a member of the editorial boards for journals including
IEEE TCST, IEEE TCNS, and IEEE TNNLS.

Yan Zhou is a Post-doctoral Fellow and Assistant Researcher of

m Southeast University. She received the Ph.D. degree in the school
?a..? of cyber science and engineering from Southeast University,

: t Nanjing, China, in 2024. She current research interests include
multi-agent systems, distributed control, optimal control, learning-

based control, and security control. She has published over 20 academic papers in
international journals and conferences such as IEEE Transactions and Automation.
She was the recipient of best paper awards twice from international academic
conferences and CICC excellent doctoral dissertation. She has led research projects
such as innovation fund of graduate program. She serves as a reviewer for

international journals and conferences such as IEEE TASE. IEEE TNNLS. IEEE
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Xugqiang Lei is a Post-doctoral Fellow and Assistant Researcher of
Southeast University. He received the B.S. degree in information
and computing sciences from Jiangsu University, Zhenjiang,

China, in 2017, and the Ph.D. degree in mathematics from

Southeast University, Nanjing, China, in 2024, respectively. His
research interests include cyber-physical systems, distributed secure state
monitoring, attack detection and isolation, and resilient consensus control. Dr. Lei
has published 9 academic papers in international journals and conferences. He was
the recipient of 2023 7th CCISCC Best Student Paper Award and the SICE Annual
Conference 2023 Student Travel Grant Award. He served as a reviewer for

international journals and conferences such as Automatica, IEEE TII and ECC.

Details of Session

The intelligent unmanned swarm system is a new-generation unmanned swarm
system that possesses the capabilities to observe, think effectively, make decisions,
and collaborate, as well as the abilities to self-learn and self-evolve. With the rapid
development of frontier science and technology and intelligent manufacturing, the
autonomous capability of intelligent unmanned swarm systems continues to enhance,
making them widely used in several practical scenarios such as topographic survey,
security patrol, disaster search and rescue, ocean supervision, and distributed
warfare. Distributed cooperative control and optimization are key technologies to
ensure effective regulation and efficient collaboration of intelligent unmanned cluster
systems. However, the distributed cooperative control and optimization of intelligent
unmanned swarm systems face several challenges, such as the difficulty in accurately
modeling individual physical dynamics, the difficulty in precisely characterizing
dynamic interaction relationships, and incomplete decision-making information,
which leads to difficulty in designing and poor practicality of model-based
collaborative control strategies, as well as low solving efficiency of optimization
algorithms, making it imperative to study on learning-based distributed cooperative
control and optimization. Meanwhile, the rapid development of the computing
resource, storage capacity, and network communication technology has significantly
improved the ability to collect, process, and analyze real-time data, providing a
prerequisite for studying learning-based distributed cooperative control and

optimization.




This topic will focus on learning-based distributed cooperative control and
optimization techniques which are applicable to intelligent unmanned swarm systems
and provide an effective communication platform for researchers in this field to
display, summarize and discuss recent developments. Topics include but are not
limited to:

* Parameter estimation and learning-based control

* Distributed learning-based security monitoring and cooperative control
* Distributed learning-based fault diagnosis and fault-tolerant control

* Machine learning and distributed optimization

* Distributed optimization-control integration technology

* Theory and methods of distributed reinforcement learning

* Efficient and trustworthy communication technology

* Embodied intelligence, control, and decision-making




