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Title of Session
Intelligent Decision-Making and Planning Technologies for Unmanned Swarm

Systems Under Complex Environment

Organizers
1. Dr. Yongzhao Hua
Beihang University, China
2. Prof. Zixuan Liang
Beijing Institute of Technology, China
3. Dr. Xiaoduo Li
Beihang University, China
4. Prof. Shisheng Cui
Beijing Institute of Technology, China

Biosketches of Organizers

Yongzhao Hua received the B.E. and Ph.D. degrees in navigation,
guidance, and control from Beihang University, Beijing, China, in
2014 and 2019, respectively. From 2019 to 2020, he was a
Postdoctoral Research Associate with the Department of

Aerospace Engineering, University of Bristol, Bristol, U.K. He is

currently an Associate Professor with the Institute of Artificial
Intelligence, Beihang University. His current research interests include distributed

control, optimization, and game for multiagent systems.

Zixuan Liang received the B.E. degree in automation and the
Ph.D. degree in guidance navigation and control from Beihang
_ University, Beijing, China, in 2011 and 2016, respectively. He is
q | currently a Professor with the School of Aerospace Engineering,

}. Beijing Institute of Technology. He was selected for the National

Youth Talent Plan of China, the Young Elite Scientists

Sponsorship Program by China Association for Science and Technology, and the
Outstanding Elite Scientists Program of Chinese Society of Astronautics. His
research interests include trajectory optimization, guidance, and control for flight

vehicles.




Xiaoduo Li received the B.S. degree in 2014 and the Ph.D. degree
in 2020, both from Beihang University, Beijing, China. He is
currently an assistant professor with the Institute of Artificial

Intelligence, Beihang University, Beijing, China. His research

. interests include intelligent decision-making and control for
: unmanned swarm systems, intelligent game and optimization for

multi-aircraft systems. He has published more than 20 papers and is an active

reviewer for many research journals and conferences.

Shisheng Cui is currently a professor in the School of Automation
at the Beijing Institute of Technology (BIT). His research honors
include winners of the Grid Optimization Competition managed by
the Department of Energy’s Advanced Research Projects Agency-
Energy (ARPA-E) in 2021 and the Koopman Prize for Military
Operations Research from INFORMS in 2016. Additionally, he was

a finalist for the Young Researcher Prize in continuous optimization by the
mathematical programming society (MPS) in 2022, and was nominated for the
Roberto Tempo Best CDC Paper Award by IEEE Control Systems Society in 2022.
He holds a Ph.D. from the IME Department at the Pennsylvania State University
(2019), with a concentration in operations research. He also holds masters and
undergraduate degrees from the Stanford University (in Computer Science) and the
Tsinghua University (in Automation), respectively. His interests lie in stochastic
optimization, variational inequality problems, and hierarchical optimization and
games complicated by non-smoothness and uncertainty with application interests in

machine learning and power systems.

Details of Session

Unmanned swarm systems have broad application prospects in both military and
civil fields, such as micro satellite swarm cooperative detection, UAV swarm
cooperative interference, UGV swarm cooperative transportation, and so on.
Intelligent decision-making and planning technology is a hot and difficult research
topic in the field of swarm intelligence and has important application value in swarm
system cooperative task execution. How to design distributed cooperative approaches
to realize autonomous decision-making, task allocation, path planning, trajectory
optimization, and distributed game is a hot topic of the current academia and industry.




This invited session focuses on the latest research results for the intelligent
decision-making and planning technologies for unmanned swarm systems. In
particular, papers related to swarm intelligent decision-making, task allocation, path
planning, trajectory optimization, multi-agent reinforcement learning, distributed

optimization and game, evaluation and verification are welcome.




